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ABSTRACT 

In this paper we discuss mathematical models for the 
gate assignment and pack placement problems. Relative 
to objective functions to be described, heuristic 
methods of solution are discussed, one for gate assign- 
ment and two for pack placement. Performance figures 
for two actual boards are presented, together with a 
comparison to manual layout for one of the boards. 

I. GATE ASSIGNMENT: THE MODEL 

For the purposes of this paper, we ignore discrete 
components. We assume there is a given collection G 
of gates, each associated with a unique part number. 
Also given are a set E of edge connectors and a set of 
signals. A signal is a subset of GuE with at least 
two elements. Two gates A and B can be thought of as 
being connected by a signal S i f  AES and B~S, as 
shown in Figure l(a) below. This is called a primary 
connection between A and B. 
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Gates A and B have a secondary connection i f  there is 
a third gate C such that A and B are primarily con- 
nected to C by d is t inct  signals Sl and $2, respec- 
t ive ly .  (Figure l (b) ) .  In Figure l (c)  we see a 
second situation in which A and B are said to be sec- 
ondarily connected, namely that A and B are con- 
nected to "suf f ic ient ly  close" edge connectors El and 
E2 by d is t inct  signals Sl and $2, respectively. This 
presumes that there is some notion of distance between 
edge connectors. In the usual interpretation of the 
term "edge connectors" on an actual board, these 
objects are physically fixed from the start ,  and dis- 
tances between them easily computed. The def in i t ion 
of "suf f ic ient ly  close" is controlled by an adjustable 
parameter in practice. 

Also given is a set P of packs, each associated with a 
unique part number, as in the case of gates. In fact 
the two sets of part numbers are actually the same set. 
Consider a l l  the mappings p: G ÷ P. Every such p is 
called an assignment. I t  is further assumed that 
there is a non-empty subset of assignments called 
admissible assignments. In practice, important 
factors in determining admissibi l i ty are part numbers 
and control signals. 

Now le t  PC(A,B) and SC(A,B) denote the numbers of 
primary and secondary connections, respectively, 
between gates A and B. I f  C and D are two packs, 
define d(C,D) = 0 i f  C = D and d(C,D) = l i f  C ~ D. 
Let p: G ÷ P be an admissible assignment and a and b 
be positive real numbers. Then define the total gate 
connection cost TC(p) by 

TC(p) = z(a.PC(A,B) + b.SC(A,B)).d(p(A),p(B)) 

where the sum is over a l l  the pairs of gates A and B. 
Then the object is to f ind the admissible assignment 
p which minimizes TC(p). 
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FIG 2 GATE CONNECTION COSTS (o=10, b = I ) 
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See Figure 2 above for some examples of gate conn- 
tion costs. All connecting lines represent primary 
connections. 

I f .  PACK PLACEMENT: THE MODEL 

The givens for pack placement begin with a set P of 
packs, a set of signals, and a set L of locations. A 
signal S is a subset of P with at least two elements, 
and two packs A and B belonging to the same signal S 
can be visualized as being connected by S, similar to 
the gate situation as pictured in Figure l(a).  This 
is called a primary connection between A and B. Sec- 
ondary connections are not considered for pack place- 
ments (though they could be). 

One of the assumptions we shall make is that the packs 
wi l l  eventually be laid out on the board in a very 
regular matrix-like array. Of course this is not 
always true and there are even minor exceptions on 
boards which are predominantly this way. Almost a l l  
of the boards we have seen that are produced using 
auto.~nsertion are this way, however. 

In order to motivate our discussion of locations, 
therefore, picture a board oriented and laid out in a 
manner similar to Figure 3 below. The pack locations 
form a regular array with a known number of rows and 
columns. For our purposes, we assume every pack 
"occupies" an integral number of locations, although 
in real i ty this is not quite true. For example, a 14- 
or 16-pin pack would occupy one location, while a 24- 
pin pack would occupy two such locations, say. Hope- 
fu l l y ,  a l l  of these parameters can be adjusted to 
provide a good approximation to the board in question. 
The specific pack locations can al l  be determined more 
precisely after their "optimum" relative locations in 
this array are fixed. We also assume there is a 
~ingle row of edge connectors across the bottom for 
purposes of this discussion. 
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FIG. 3 3 X 5  LOCATION ARRAY 

Now let  l and m denote two locations in this array 
which are found at row I ,  column J and row K, column L 
respectively. Then we define the distance between 
them by 

d(l  ,m)= II-K~:+IJ-L I 

A function f:L + P (onto but not necessarily one to  
one) is called a placement. As in the case of gate 
assignments, i t  is assumed there is a known non-empty 
subset of these placements ~which are called admissible. 
For example, a pack occupying more than one location 

must be assigned to adjacent locations which as a 
Whole Correspond to the shape and size of the pack. 
Another possible constraint is that certainpacks are 
fixed. 

Among these are what we call edge connector "packs", 
which are not packs at a l l  but groups of edge conn- 
ectors so chosen as to add a b~om row of pack 
locations to the array, one location per column. 

Signal connections from such a "pack" to an ordinary 
pack are comprised of a l l  the connections from the 
edge connectors in the edge connector pack to the 
ordinary pack. See Figure 4 below. 

. . .  ~CK 

I II i . . .  

FIG. 4 EDGE CONNECTOR 'PACKS' 

For a given pack A, le t  n(A) denote the number of 
locations which i t  must be assigned in any admissible 
placement. Then define the connection cost between 
packs A and B to be 

c(A,B) = PC(A,B)/n(A)-n(B) 

where PC(A,B) denotes the number of primary connec- 
tions between A and B. Then for a given admissible 
placement f:L ÷ P, define the total pack connection 
cost by 

TPC(f) = ~ c( f (1), f (m)).d( l ,m) 

where the sum is over a l l  pairs of locations l and m. 
Then the objective is to find the admissible placement 
f which minimizes TPC(f). See Figure 5 below for  an 
example. 

TPC = I'1+ 1.1+2"2+2"3"12 

F IG. ,  ,5 PACK CONNECTION COST 

I l l .  THE HEURISTIC METHODS OF SOLUTION 

In the beginning literature-search stage of this pro- 
ject, we gradually settled on a Kernighan-Lin (KL) 
algorithm-type approach to the problem of pack place- 
ment. Simultaneously, a few brute force attacks on 
gate assignment were tr ied and rejected. We br ief ly  
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considered using KL on gate assignment but then 
recalled the obvious fact that two gates with d i f f -  
erent part numbers cannot be "exchanged". Thus 
instead of considering pair wise exchanges among the 
entire set of gates, one need only consider al l  gates 
with a given part number at any one time. A big 
problem is reduced to a series of small problems. 
Since KL is designed for the big problems, we settled 
on a more naive approach to gate assignment. For 
lack of a better name, we w i l l  call this a Random Pair 
Search (RPS) algorithm. 

This development led to a modification in our approach 
to pack placement. Why not use KL to part i t ion the 
packs into clusters re lat ive ly  unconnected to each 
other, and then proceed to use RPS on each of the 
clusters, one at a time? This we tr ied,  but then 
found that by skipping KL and going straight to RPS 
applied to the whole board, we could get better res- 
ults in a shorter time. 

Thus the whole process has evolved in a way we had not 
foreseen, and is in fact s t i l l  evolving as experiments 
continue. 

The Kernighan-Lin algorithm has been well discussed in 

the l i terature 1 ,2 ,4  so we w i l l  give only a 
br ief  description here of our part icular version. 
First the packs are partitioned into two (non-empty) 
groups. Then a part i t ion cost is computed, which is 
simply the total number of primary connections between 
packs on opposite sides of the part i t ion (in short, 
which are cu__tt by the part i t ion) .  See Figure 6 below. 

PARTITION 

PARTITION COST : 7 

TPC = I'1+1"1 + 2-2+2.3 =12 

FIG_. (~ . PACK CONNECTION COSTS 

Then in some predetermined order, a l l  pairs of packs 
separated by the part i t ion are considered for inter- 
change. Any pair whose exchange would result in an 
inadmissible placement is rejected. 

I f  a pair of packs is exchangeable, the gain in part i -  
t ion cost ((old part i t ion cost) - (new part i t ion 
cost)) which would result from the exchange is noted. 
The pair yielding the greatest gain is marked for 
interchange. Then a search begins for a new exchange- 
able pair of packs whose exchange would result in the 
greatest gain given that the previous pair has been 
interchanged. This pair is then also marked for 
interchange and the gain noted. This process cont- 
inues unt i l  a l l  packs are either fixed or marked for 
interchange. Suppose there are N pairs (P(1), Q(1)) 
of packs marked for  ~terchange and lee G(I) denote 
the gain which would resul t  from P(1) and q(1) being 
exchanged. Call this Phase I. 

The second phase of KL starts by determining the 
integer K, I<K<N, such that zG(1) is a maximum, 
where the sum is over a l l  I from l to K. 

Then packs P(1) and Q(1) are exchanged for I=l . . . . .  K 
(our part icular version makes no exchanges unless the 
partial sum of gains is positive for some K=l . . . . . .  N). 
See Figure 7 for an example of part i t ion cost red- 
uction by pairwise interchange. Note that TPC is 
reduced also. 
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FIG. 7 PACK CONNECTION COST REDUCTION 

Now a new part i t ion is chosen and the process begins 
anew. Each par t i t ion,  however, adds new cr i te r ia  to 
admissibi l i ty for later placements, namely, no two 
packs separated by a previous part i t ion can be ex- 
changed (with each other). In this way the clusters 
are formed. For example, in figure 8 below, the 
clusters are 1,4 and 2,3. 

OLD PARTITION 

_ !  . . . .  

I 
NEW 
PARTITION 

FIG, 8 CLUSTER FORMAT.ION 

We note that a part i t ion cost reduction is not always 
accompanied by a corresponding decrease in TPC. See 
Figures g and lO. 
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FIG. I0 CONNECTION COST EXAMPLE 

See Figures I I  and 12 at the end of the paper for 
flow charts of the two phases of KL. 

We now describe the operation of the Random Pair 
Search algorithm. As mentioned before, this algorithm 
is applied to both problems. In the gate assignment 
problem, the input to the algorithm is a set of gates 
with the same part number. In the pack placement 
problem, the input is a cluster of packs. This 
cluster may be a proper subset of the set of packs 
produced by a pass of KL, or may be the entire set of 
packs. In the description to follow, terminology 
appropriate to both problems w i l l  be used. That 
applying to gate assignment w i l l  appear in parentheses. 

As i ts  name implie$~ the RP$ algQrithm starts by 
randomly choosing a sequence of pairs of packs (gates) 
from the current cluster (set of gates with current 
part number). This is done as follows. I f  there are 
N > 2 packs (gates) in the collection under consider- 
ation, label the packs (gates) with the integers l , . . ~ -  
at random. (This can be done by using a (pseudo) 
random number generator to simulate the uniform d is t r -  
ibution on the set of al l  ordered N-sequences of 
d is t inct  integers from l . . . . . .  N). This labell ing is 
independent of any other labell ing the packs (gates) 
may have for dif ferent purposes. With respect to this 
label l ing, al l  pairs are considered one by one in the 
following order: (1,2), (1,3), (2,3), (1,4), 
(2,4), (3,4), (1,5) . . . . .  To be more precise (1,2) 
is the f i r s t  pair, and i f  ( I ,J)  is currently under 
consideration the next is 

(I + l ,J )  IF I<J - l ,  

( l ,J  + l )  IF I = J - l and J<N. 

and the process stops otherwise. 

A pair wise exchange is performed i f  and only i f  i t  
results in a reduction in the total pack connection 
cost (total gate connection cost) for the current 
cluster (set of gates with the current part number). 
After an exchange is performed, the connection costs 
are updated and the determination of any further gains 
is based on the new placement (assignment) and con- 
nection costs. 

Refer to Figure 13 at the end for a flow chart of the 
algorithm. The phase "select a pair of packs at 
random" in the f i r s t  box is to be understood in the 
sense described above. Not a l l  possible sequences 
of pairs of packs (gates) are equally l ike ly  under our 
scheme. Most, in fact, have probabil i ty zero of being 
chosen. 

IV. IMPLEMENTATION 

The whole process begins with a logical schematic, 
from which the relevant data is manually extracted. 
This includes a numbering of al l  the signals, edge 
connectors and gates, and the part numbers of the 
lat ter .  Of course al l  the interconnect information 
must be entered in order to compute costs and any 
functionally dependent gates must be identi f ied in 
order to determine admissible assignments. 

This information is then pre-processed to produce 
three f i les  which contain, respectively, an i n i t i a l  
arbitrary admissible assignment, the "class" numbers 
of the gates, and a11 the gate connection costs. 
Since al l  our algorithms are based on pairwise inter- 
changes, the class number f i l e  is simply a convenient 
device for guaranteeing that no inadmissible assign- 
ments are produced. This is done by allowing a gate 
exchange i f  and only i f  the gates in question have 
the same class number. 

This information is then input to the main gate 
assignment program ASSIGN. This program is intended 
to be used interactively by a PCB designer, and 
therefore has the following features. The program 
proceeds automatically through the part numbers one 
by one. The gates with the current part number are 
displayed to the user, together with their  class 
numbers. I f  no exchanges are possible the user is so 
informed and the program proceeds automatically to 
the next part number. 
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. I f  exchanges are possible, the user can choose e i ther  
a manual or automatic mode. In the manual mode, the 
exchange pairs are chosen by the user. He is auto- 
matically informed of any impossible exchanges and of 
the gains to be realized from permitted ones. Any or 
a l l  of the permitted exchanges are performed at the 
direction of the user, whether the gains are positive 
or not (unlike the automatic mode). See Figure 14 at 
the end of this paper for a flow chart of the routine 
for user-chosen exchanges. 

After any exchange(s), the user can request a display 
of the updated assignment and connection cost informa- 
t ion for the current part number. He can then request 
more exchanges of his own choosing or proceed to the 
automatic mode, which is of course based on the RPS 
algorithm previously described. Again, after a pass 
through computer-chosen exchanges, an updated display 
of gate assignment and costs can be requested. The 
user can proceed through a sequence of user-chosen 
and computer-chosen exchanges in any combination for 
as long as he wants. When he is satisfied with the 
connection cost reduction, he simply requests to go 
to the next part number and the process begins anew. 

The output of ASSIGN is a f i l e  giving the updated gate 
assignment. This assignment plus the original inter- 
connection and edge connector "pack" information is 
then pre-processed to produce an i n i t i a l  arbitrary 
admissible pack placement together with class numbers 
and connection costs for the packs. This is input to 
the program PARK, which is based on the Kernighan-Lin 
algorithm. The user chooses the parti t ions for this 
routine, but once one is chosen, i ts  operation is 
automatic. 

Af ter  a series of exchanges is completed, the user can 
request a display of the updated placement, pa r t i t i on  
cost and to ta l  pack connection cost. The options then 
are to request more exchanges or to proceed to a new 
pa r t i t i on .  When the costs are reduced to user sat is-  
fac t ion,  the program is halted. 

The output of PARK is a revised pack placement tog- 
ether with a co l lec t ion  of clusters of packs. This 
information, together with connection costs and class 
numbers is input to the program PLACE, which is based 
on the RPS algorithm. 

The operation of PLACE is very s imi la r  to ASSIGN. The 
user is provided immediately with the current place- 
ment and to ta l  pack connection cost for  the board. 
The rout ine then proceeds to output information about 
packs in the f i r s t  c luster ,  such as class numbers and 
to ta l  connection cost fo r  packs in the c luster.  Again, 
e i ther  a manual or automatic mode can be selected. 

The operation and in terp lay  of these is exact ly as 
described for  gate assignment. In addi t ion to being 
constantly updated on the placement and c luster  
connection cost, the user is also informed of the total 
pack connection cost for the entire board upon request. 

Af ter  proceeding through a l l  the c lusters,  the program 
halts.  At th is  point one can take the updated place- 
~ n t ,  input i t  to PARK, and begin the whole process 
anew. This can proceed as long as resources allow or 
unt i l  the user is satisf ied. 

As mentioned previously,  i t  is also possible to skip 
PARK en t i r e l y  and proceed d i rec t l y  to PLACE with only 
one c luster ,  namely, the whole board. 

V. RESULTS 

The programs to implement the KL and RPS algorithms 

were coded in Fortran and run on a CDC Cyber 176. The 
program for  gate assignment is cal led ASSIGN, while 
the two for  pack placement are named PARK and PLACE, 
based on the KL and RPS algorithms, respect ively.  
They have been tested on two boards, one of which is 
in production (board #I) and another which is con- 
current ly  being designed manually. See Table 1 for  
the relevant data. Note that the manual layout fo r  
board #I has one more ' r ea l '  pack (and therefore one 
less 'dummy') than the s tar t ing assignment provided 
by our pre-processor routines. The human designer 
decided to use three packs to contain a certa in 
co l lec t ion  of gates which would have f i t  in to two; our 
pre-processor rout ine did not. Note also that  the 
second board is s i g n i f i c a n t l y  more dense than the 
f i r s t .  

Results from three runs of ASSIGN on board #I can be 
seen in Table 2. These results were obtained by using 
ASSIGN as fol lows. No user-chosen exchanges were 
made; the program was run en t i r e l y  in the 'random' 
mode. Therefore, the fo l lowing (a rb i t ra ry )  rule was 
adopted in the running of the rout ine for  the gates 
of a given part number: as soon as a sequence of 
pairs of gates is chosen such that no pair exchange 
would yield a gain in total connection cost, the 
program is instructed to proceed to the next part 
number; otherwise attempt another sequence of exchan- 
ges. I t  should be noted also that assignments #1 and 
#2 resulted from using an arbitrary i n i t i a l  assign- 
ment, while #3 started with #2 as the i n i t i a l  assign- 
ment. 

There are s imi la r  remarks to be made about the condi- 
t ions under which the results fo r  pack placement were 
achieved. See Table 3 fo r  the outcome for  board #I.  
In every run of PARK, two par t i t i ons  were always 
chosen, one hor izon ta l l y  through the middle of the 
board (between row 5 and 6) fol lowed by one v e r t i c a l l y  
through the middle of the board (between columns 9 
and lO). In every run of PLACE, as soon as a sequence 
of pairs of packs ( in a given c luster)  is chosen so 
that no pa i r  exchange would resul t  in a gain in to ta l  
i n t rac lus te r  connection cost, the program is instruc- 
ted to proceed to the next c luster ;  otherwise choose 
another sequence of exchanges. 

Several remarks should be made about table 3. F i rs t ,  a 
run of ~PARK, PLACE' means that PARK and PLACE are run 
in that order, with PARK operating on the ' s ta r t ing  
placement' and PLACE subsequently using the resu l t ing 
placement as i t s  input. Any run of PLACE fo l lowing a 
run of PARK operates on 4 clusters. Isolated runs of 
PLACE operate on I c luster ,  namely the whole board at 
once. A s imi la r  remark holds fo r  any run with more 
than one pass. I t  is to be understood that  the output 
placement of any pass is the input to the next. Thus 
are the placements successively improved and the con- 
nection cost reduced. Note also that 4 pairs or runs 
are grouped together: 1 and 2, 3 and 4, I0 and I I ,  
and 12 and 13. The input placement to the second run 
in each pai r  is exact ly the oOtput of  the f i r s t .  

Also there are three d i f f e ren t  gate assignments inv- 
olved; #I and #3 from Table 2 and the manual assign- 
ment. Recall from Table 2 that assignment #3 has a 
higher gate connection cost than #I. I t  is therefore 
reassuring to note that ,  given the same a rb i t ra ry  
i n i t i a l  placement, the to ta l  pack connection costs 
fo r  the two assignments are s i m i l a r i l y  re lated (18093 
fo r  #2 vs. 17664 for  # I ) .  

We now make some observations about these resul ts.  

(1) In one run of PARK (#12), the to~al pack 
connection cost ac tua l ly  increased, even though 
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p a r t i t i o n  cut costs were reduced considerably. This 
phenomenon occurred two other times (runs #2 and #4) 
although the loss on the f i r s t  p a r t i t i o n  was gained 
back on the second. This seems to occur only when 
the connection cost is already f a i r l y  low. Note 
the considerable gain provided by the s ingle run #5 
of PARK. 

(2) Any s ingle run of PLACE seems to reduce conn- 
ect ion cost more than any single PARK-PLACE combina- 
t i on ,  and in not much more time. 

(3) The very best resu l t  (run #14) was a run s ta r t -  
ing with the manual, rather than a rb i t r a r y ,  i n i t i a l  
layout.  In fac t ,  run #15, which was rea l l y  the f i r s t  
pass of run #14, resulted in a connection cost almost 
as good as run #9, which required 4 passes to achieve 
(and considerably more t ime). 

(4) The to ta l  pack connection cost fo r  the manual 
layout is 11239 (see runs #12, 14, and 15), which is 
of course much bet ter  than the cost of 17664 from the 
a rb i t ra ry  i n i t i a l  placement but not as good as that  
provided by even a s ingle I0 minute run of PLACE on 
that  i n i t i a l  placement. On the other hand, as noted 
in (3) above, the best outcome resulted from s tar t ing  
with the manual layout.  Without more experimentation, 
i t  is impossible to say whether resul ts  as good as 
th is  'best '  can be achieved in a reasonable amount 
of time by several i t e ra t ions  of PLACE, s ta r t ing  
with an a rb i t ra ry  i n i t i a l  assignment. 

The resul ts  for  board #2 may be seen in Tables 4 and 
5. We note the fo l lowing about the outcome. 

( I )  The greater density of board #2 is re f lec ted in 
much greater to ta l  gate and pack connection costs than 
for  board #I.  Also, the run times fo r  the pack place- 
ment routines were much greater,  yet those fo r  gate 
assignment wee less. This l a t t e r  fac t  was due to the 
fac t  that  there were very few admissible gate assign- 
ments for  board #2. Note the almost i n s i g n i f i c a n t  
gains in gate connection cost. 

(2) Run #I of PARK (Table 5) used two pa r t i t i ons ,  one 
hor izontal  and one v e r t i c a l ,  both through the center 
of the board. Run #2 of PLACE began wi th the place- 
ment produced by run #I of PARK. PLACE therefore 
operated once on each of the four c lusters produced 
by PARK. On the other hand run #3 of  PLACE began with 
the i n i t i a l  a rb i t ra ry  placement and operated on one 
c lus ter  only (the whole board). Note that the 
(combined) gain produced by the PARK-PLACE duo was 
greater than that  produced by a s ingle run of PLACE, 
but the computation time was s i g n i f i c a n t l y  higher. 

We repeat our ea r l i e r  statement that  more experiments 
need to be done to draw any f i rm conclusions here. 
For example, i t  would be in teres t ing  to see what 
another run of PLACE based on the output of run #3 
would produce. Also, i t  might improve the resu l ts  for  
PARK-PLACE combinations in d i f f e ren t  pa r t i t i ons  were 
t r i ed  in the PARK segment. Unfortunately,  time has 
not permitted these and other experiments fo r  inc lu -  
sion in th is  paper. Tenta t ive ly ,  we would say that  
s ingle appl icat ions of RPS seem to be more cost e f f -  
ect ive ( in  terms of CPU time) than combined t rea t -  
ments of KL fol lowed by RPS. 
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BOARD #I BOARD #1 
(MANUAL LAYOUT) 

BOARD #2 

SIZE H"  X 14" 11" X 14" I I "  X 14" 

GATES 692 692 878 

SIGNALS 604 604 780 

EDGE CONNECTORS 204 204 204 

'REAL' PACKS 138 139 167 

'DUt~4Y' PACKS 6 

18 

20 

'EDGE ~ONNECTOR' PACKS 18 24 

TOTAL PACKS 162 162 211 

LOCATION ARRAY 9 ROWS X 18 COLUMNS 9 ROWS X 18 COLUMNS 10 ROWS X 24 COLUMNS 

TABLE I BOARD DATA 

INITIAL 
CONNECTION 

COST 

ASSIGNHENT # I 6288 

'ASS !GN.~IENT #2 6288 

ASS IGN~.ENT #3 5761 

FINAL 
CONNECTION 

COST 

% 
IMPROVEMENT 

CPU 
TIME 

5700 9.4% N.A. 

5761 8.4% 2 min. 3 sec. 

.87% 5711 2 min. i sec. 

TABLE 2 GATE ASSIGNMENT:BOARD NO.I 
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INITIAL 
CONNECTION 

COST 

FINAL 
CONNECTION IMPROVEMENT CPU TIME 

CO~T 

ASSIGNMENT #1 68899 68641 .37% N.A. 

ASSIGNMENT #2 68641 68641 0% I min. 2 sec. 

ASSIGNMENT #3 68899 68682 .31% 1 min. 6 sec. 

TABLE 4 GATE ASSIGNMENT:BOARD NO.2 

1 

2 

~3 

RUN 
NUMBER 

OF 
PASSES 

GATE 
ASSIGNMENT 

STARTING 
PLACEMENT 

INITIAL 
CONNECTION 

COST 

FINAL 
CONNECTION 

COST 
GAIN CPU TIME 

PARK I #I ARBITRARY 39108 28971 10137 24 min. 38 sec. 

FINAL 
PLACE FROM ABOVE 28971 20600 8371 19 min. 22 sec. 

39108 PLACE 21405 ARBITRARY 17703 

#1 

#I 20 min. 39 sec. 

TABLE 5 PACK PLACEMENT: BOARD NO. 2 
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